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Abstract 
 

This paper investigates the relationship between financial development and the 

effectiveness of monetary policy using panel data from 41 economies. The results show 

that the effects of monetary policy on output and inflation are significantly and 
negatively correlated with financial development, indicating that the effectiveness of 

monetary policy declines as the financial system becomes more developed. This 

finding is robust across all the different specifications and estimation methods 

examined. Our paper provides new evidence and insights to the long-standing debate 
on the relationship between financial development and the effectiveness of monetary 

policy.  
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1. Introduction 
Financial systems in most economies have witnessed an impressive development in 

the past two decades. This development is accompanied by a big evolution in business 
and policy practice. While financial development has many positive economic effects 
(Levine,1997,2005), fast growing financial systems also raise concerns. Most notably, 
it has a direct impact on monetary policy set by central bank. 

It is well known that the financial system is crucial to the conduct of monetary 
policy because monetary policy targeted at certain macroeconomic variables is 
essentially a financial process, with the financial system as the interface linking 
central bank policies and the real economy through the monetary transmission 
mechanism. Given that monetary policy works largely through its influence on the 
financial system, any development that affects the structure or conditions of the 
financial system will have the potential to exert influence on the transmission 
mechanism. Thus, the effectiveness of monetary policy hinges crucially on a set of 
parameters that are affected by the development of the financial system. In this 
context, the study of the relationship between financial development and the 
effectiveness of monetary policy has important theoretical and policy implications for 
many economies, especially for those that are undergoing a rapid financial 
development. 

Theoretically, the study of the relationship between financial development and 
monetary policy effectiveness dates back to Gurley and Shaw (1955, 1967), followed 
by Taylor (1987), Hendry and Ericsson (1991), Arestis et al. (1992), Mullineux (1994), 
among many others. In more recent studies, a large body of literature has focused on 
the credit channel theory proposed by Bernanke and Gertler (1995).1  A main 
conclusion of the credit channel theory is that higher level of financial frictions is 
generally associated with stronger transmission mechanism of monetary policy. For 
example, Kashyap and Stein (2000) find that the effect of monetary policy on lending 
behavior is stronger for banks with less liquid balance sheets, a conclusion that 
supports the bank lending channel of monetary transmission. Gomez et al. (2005) 
show that monetary policy has lost some effectiveness in influencing real variables at 
least in the short run, due to the partial dilution of greater securitization, which makes 
the traditional bank lending channel become less important. Loutskina and Strahan 
(2009) also find evidence of the weakening of the bank lending channel with the 
advent of financial securitization. While securitization may have decreasing effect on 
the lending channel of monetary transmission, there is also evidence that it reinforces 
the balance sheet (e.g., Ashcraft and Campello, 2007; Aysun and Hepp, 2011).2 
Mishra et al. (2010) argue that the transmission mechanism of monetary policy is 
likely to be dominated by the bank lending channel at lower levels of financial 
development. In the study of Aysun et al. (2013), the credit channel is more 

                                                   
1 The credit channel theory has been typically characterized into two channels: the bank lending 

channel and the balance sheet channel. The bank lending channel emphasizes the impact of 
monetary policy on the supply of loans to bank-dependent borrowers, while the balance sheet 
channel focuses on the effects of monetary policy on borrowers’ net worth and debt collateral. 

2 Ashcraft and Campello (2007) provide evidence that the balance sheet channel is an important 
part of monetary policy transmission, where the status of borrowers’ balance sheet plays a 
significant role in the overall response of bank lending to monetary policy. Aysun and Hepp (2011) 
show that the balance sheet channel of monetary transmission is stronger for securitizing banks 
because these banks are more sensitive to borrowers’ balance sheets. 



 

 

pronounced in economies with high levels of financial frictions, which is consistent 
with the credit channel theory. In a recent study, Ciccarelli et al. (2015) find that the 
credit channel significantly amplifies the effect of a monetary policy shock on GDP 
and inflation.3 

Besides financial factors, there are also other related factors that can affect the 
effectiveness of monetary policy. Most notably, a large body of literature has 
examined how institutions may affect financial markets and the effectiveness of 
monetary policy. For example, given the evidence that the creditors’ legal protection 
supports the development of credit markets (La Porta et al., 1997, 1998; Levine, 
1998), some studies (e.g., Cecchetti, 1999; Djankov et al., 2007, 2008) have found 
that economies with better legal protection for shareholders and debtors are generally 
associated with less potent monetary transmission. Apart from legal factors, other 
institutional factors that may affect the effectiveness of monetary policy are also 
discussed in the literature. For example, Elbourne and de Haan (2006) have examined 
to what extent monetary transmission in transition economies is related to financial 
structure. Mishra et al. (2010) show that central bank independence (CBI) and other 
related institutional factors (e.g., government accountability, disclosure standards, 
regulatory environment) affect not just the scope for the exercise of monetary policy, 
but also the effectiveness and reliability of monetary policy. Alpanda and Aysun (2012) 
and Cetorelli and Goldberg (2012) find a significant relationship between monetary 
policy effectiveness and bank globalization. Aysun et al. (2013) also make a key 
contribution to the literature on the role of institutions on monetary policy 
transmission by investigating the effects of legal origin, CBI and financial market 
development on the effectiveness of monetary policy.4 

It is worth noting that although economic theory has long recognized the potential 
effects that financial development may have on monetary policy, empirical studies on 
this subject have produced mixed results. In order to shed new light on 
the long-standing and unresolved debate, this paper aims to undertake a systematic 
empirical analysis of the relationship between financial development and the 
effectiveness of monetary policy based on panel data analysis. Following the previous 
literature (e.g., Karass, 1999; Aysun and Hepp, 2011), we explore several options to 
estimate the panel data models in our paper. As is standard in the literature, panel data 
regressions can be estimated by using pooled least squares (PLS), fixed effect (FE) 
and random effect (RE) models. While the PLS model is widely used as a benchmark 
in panel data regressions, the choice between the FE and RE models is usually based 
upon the standard Hausman test.5 Because each estimation method has its merits, all 
three methods are employed in our empirical analysis. In addition, to address the 
potential endogeneity problems associated with dynamic panel regressions, we also 

                                                   
3 Ciccarelli et al. (2015) also find that the impact through the bank lending channel is higher 

than through the demand and firm balance-sheet channels for firms. However, for household loans, 
the demand channel turns out to be stronger. 

4 The authors find that the overall impact of institutional improvement on the effectiveness of 
monetary policy is not clear-cut and requires further research. 

5 Theoretically, the FE model is preferred if factors are chosen arbitrarily, while the RE model 
would be more appropriate if factors are chosen randomly. According to Judge et al. (1985), the FE 
model is a better choice under more general assumptions. As a standard practice in the panel data 
analysis, Hausman’s (1978) specification test is used to determine whether to use the FE estimator 
or the RE estimator in the estimation of parameters. 



 

 

use the system General Method of Moments (system-GMM) estimator of Arellano 
and Bond (1991) and Blundell and Bond (1998) in the estimation. Throughout the 
empirical analysis, we place emphasis on robustness and numerous sensitivity checks 
are carried out. To keep the analysis structured, we gradually escalate our 
investigation from simple panel regressions to more involved specifications and 
increasingly sophisticated estimation techniques to secure non-spurious results. 
Importantly, various estimation methods and robustness checks confirm our main 
findings and in some cases even yield stronger results. 

Our main findings can be summarized as follows. First, we find that there is a 
strong negative correlation between financial development and the effects of 
monetary policy on output and inflation, indicating that the effectiveness of monetary 
policy tends to decline as the financial system becomes more developed. This 
conclusion is shown to be robust across all the different specifications and estimation 
methods examined, including robustness to alterative modeling strategies and 
methods, robustness to an extended period of time, robustness to different data 
frequencies, and robustness across sub-samples. 

Second, by comparing the regression results using two basic components of our 
financial development measure (i.e., financial intermediary development and financial 
market development), we find that the coefficients relating to the effects of monetary 
policy on output and inflation are generally larger and more significant in the 
regressions using financial intermediary development than those using financial 
market development. This result indicates that the effectiveness of monetary policy 
may depend more on the development of the financial intermediary than that of the 
stock market. Considering that the relative importance of financial intermediaries and 
financial market varies substantially across economies, this result has important 
implications for the effectiveness of monetary policy in economies with different 
financial structures. In particular, economies with a bank-based financial system may 
experience a more significant decrease of monetary policy effectiveness in the process 
of financial development than those with a market-based financial system. In this 
regard, our paper contributes to the large body of literature on the role of financial 
development and financial structure in monetary policy (e.g., Kashyap and Stein, 
1997; Cecchetti, 1999; Cecchetti and Krause, 2001; Elbourne and de Haan, 2006; 
Aysun and Hepp, 2011). 

Third, our results also show that the effect of monetary policy on output decreases 
more with financial development in developing economies while the effect of 
monetary policy on inflation decreases more with financial development in advanced 
economies. This suggests that financial development may have asymmetric effects on 
the effectiveness of monetary policy in affecting output and inflation in different 
economies. In particular, as the level of financial development increases, developing 
and advanced economies may face a more notable weakening of monetary policy 
effectiveness in affecting output and inflation, respectively. As many authors have 
reported that monetary policy transmission differs substantially across economies 
(e.g., Cecchetti, 1999; Elbourne and de Haan, 2004, 2006; Aysun et al., 2013), our 
result indicate that this may be related to the differences in the level of financial 
development. In addition, this result could also support the results given by Carranza 
et al. (2010), who suggested a larger cumulative impact of monetary policy on the less 
developed financial systems, but this impact tends to “take longer time to appear than 
in more developed financial systems”. 

Finally, our paper also complements a broader literature on the effectiveness of 
monetary policy in crisis. For example, Mishkin (2009, 2012) argues that monetary 



 

 

policy would be more effective by preventing adverse feedback loops in crisis periods. 
Gertler and Karadi (2011) find that during a financial crisis, when the balance sheet 
constraints on private intermediaries tighten, the benefits from adopting 
unconventional monetary policies would be significantly enhanced. The effectiveness 
of unconventional monetary policies in counteracting the negative effects of financial 
crisis is also reported in Quispe and Rossini (2011). Similar conclusions are also 
reached in Gambacorta and Marques-Ibanez (2011) and Aysun et al. (2013). Our 
paper adds to this broader literature by showing that financial development has an 
independent effect on the effectiveness of monetary policy after controlling for the 
effect of financial crisis. 

The rest of the paper is organized as follows. Section 2 develops an econometric 
model that allows us to empirically test whether the effectiveness of monetary policy 
is affected by changes in the level of financial development. Section 3 conducts 
empirical analysis and discusses the estimation results. The final section concludes 
and discusses some extensions. 
 

2. Empirical methodology and data 
2.1 Empirical methodology 
The main purpose of the paper is to examine whether financial development has a 

significant impact on the effectiveness of monetary policy. To that end, the effects of 
financial development on monetary policy must be specified within an econometric 
framework in a tractable way. We use the following two standard macroeconomic 
panel data models to demonstrate the impact of the money growth rate on output 
growth and inflation: 
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(2) 
where j indexes over countries and t over time, the β s and γ s are coefficients, Q  

and R  denote the number of lags included in the regression, y∆  is the output growth 

rate, m∆  is the money growth rate, p∆  is the inflation rate, crisis  is a dummy 

variable capturing the impact of the 2008 global financial crisis, and y
tju ,  and p

tju ,  are 

the output and inflation shocks, respectively. As in Karras (1999), equations (1) and (2) 

can be regarded as reduced-form expressions for output growth and inflation. The error 

terms are modeled as y
tj

y
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denote country fixed effects. The rate of the output growth, the inflation rate and the 

money growth rate are defined as follows, respectively: 
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It is easy to see that larger values of money growth coefficients in equations (1) and 
(2) would imply larger effects of monetary policy on output and inflation. Therefore, 
based on the empirical setup given by equations (1) and (2), we can separate the 
sample countries by degrees of financial development and run regressions using 
long-term averages of the regression variables. Then we can test the effectiveness of 
monetary policy by comparing the coefficient sizes of money growth rate across the 
subsamples featuring different levels of financial development. Specifically, if the 
coefficient size in the subsample of higher financial development (i.e., financially less 
developed countries) turns out to be smaller, a negative relationship between financial 
development and monetary policy effectiveness is identified, implying that the 
effectiveness of monetary policy will decrease as the level of financial development 
increases.  

Following the previous literature (e.g., Demirgüç-Kunt and Levine, 1996; Levine, 
2002; Beck et al., 2006; Demirgüç-Kunt et al., 2011), we use the following three 
measures of financial development: 

1 =fd (Domestic Credit + Stock Market Capitalization)/GDP 

2 =fd  Domestic Credit/GDP 

3 =fd Stock Market Capitalization/GDP 
where the Domestic Credit denotes the value of financial intermediary credits to the 
public and private sector, and the Stock Market Capitalization denotes the total value 

of listed shares. Therefore, 1fd  measures the overall development of the financial 

sector (i.e., the level of development of banks, nonbanks, and financial (stock) 

markets), 2fd  measures the level of financial intermediary development, while 3fd  

measures the level of financial (stock) market development. It is easy to see that larger 

values of fd  represents higher level of financial development. 

Apart from the above baseline empirical setup, for robustness we also use an 
alternative empirical setup where the variable of financial development is explicitly 
included in the regression equation. Specifically, following the previous literature 
(e.g., Karras, 1999; Berument and Dogan, 2003), to allow for the impact of financial 
development on the effects of money on output and inflation, an interaction term for 
financial development is introduced in the following way: 

, ,
m m fd
j t i i i j t ifdβ θ θ− −= +  

(3) 
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where tjfd ,  denotes financial development in country j  at time t , θ s and f s are 

parameters. By incorporating equation (3) into equation (1), we obtain the output 
equation that measures the effect of financial development on the relationship between 



 

 

money growth and output growth: 
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where the dependent variable tjy ,∆ denotes the output growth of country j in period t, 

tjm ,∆ denotes the money growth rate of country j in period t, tjfd ,  is the measure of 

financial development of country j at time t , tjtj mfd ,, is the interaction term for 

financial development, ,j tcrisis  is a dummy variable capturing the impact of the 2008 

global financial crisis on output, and y
tju ,  is the output shock. 

Similarly, by incorporating equation (4) into equation (2), we obtain the following 
inflation equation which measures the effect of financial development on the 
relationship between money growth and inflation rate: 
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where the dependent variable tjp ,∆ denotes the inflation rate of country j in period t, 

tjtj mfd ,,  is the interaction term for financial development, ,j tcrisis  is a dummy 

variable capturing the impact of the 2008 global financial crisis on inflation, and y
tju ,  

is the inflation shock. Other variables in equation (6) are the same as defined before. 
 

2.2 The data 
To estimate the models, this study employs panel data of 41 economies over the 

period from 2005Q1 to 2011Q4, where the economies and time span included are 
determined by data availability.6 The datasets are collected primarily from published 
World Bank and IMF sources, such as the World Development Indicators (WDI), the 
World Bank Financial Development and Structure Database, and the International 
Financial Statistics (IFS). Following the standard practice in the literature (e.g., 

                                                   
6 Considering that the time frame 2005Q1-2011Q4 might be too short to allow for meaningful 

changes in the financial development of the sample economies, we extend our sample period by 
bringing the start point of the sample period to an earlier date (2000Q1). However, this comes with 
the cost that a less number of countries can be included in our sample due to data availability. To be 
more specific, eleven economies (Colombia, Czech Republic, Greece, Indonesia, Japan, Latvia, 
South Africa, Sweden, Thailand, Ukraine and Vietnam) have to be dropped from our sample 
because data prior to 2005Q1 or an earlier date are not available for these economies. Thus, in the 
case that the regressions are estimated over the extended period 2000Q1-2011Q4, only thirty 
economies can be included in the analysis. 



 

 

Laeven and Valencia, 2010), the crisis dummy variable is given by a simple binary 
variable that equals one if a country i at time t experiences a financial crisis, and zero 
otherwise. Data for financial crises episodes are taken from Laeven and Valencia 
(2012). In their paper the authors provide detailed information on the starting and end 
date of financial crises. 

Table 1 shows the average values of regression variables of the 41 economies over 
the sample period while Table 2 presents the descriptive statistics. The second, third 
and fourth columns of Table 1 show that output, inflation and money growth all vary 
substantially across the economies considered. The average quarterly output growth 
rate ranges from -0.265% in Greece to 2.725% in China, while the quarterly average 
rate of inflation has ranged from -0.061% in Japan to 3.769% in Argentina. As for the 
quarterly average money growth rate, this is seen to range from 0.539% in Japan to 
6.530% in Russia. 

The last three columns of Table 1 provide the sample means of the three financial 
development measures, which is a main focus of this paper. Two broad patterns stand 
out. First, financial development differs considerably between the sample economies. 

The overall measure of financial development ( 1fd ) ranges from a minimum of 0.510 

in Argentina to a maximum of 6.101 in Hong Kong. The development of financial 

intermediaries ( 2fd ) ranges from 0.247 in Russia to 2.274 in Japan, while the 

development of financial (stock) market ( 3fd ) ranges from 0.167 in Vietnam to 4.576 

in Hong Kong. Second, the relative importance of financial intermediaries and 
financial (stock) market also varies substantially across economies. For example, 
some economies (e.g., Japan, Denmark, Netherlands, Germany) have a high value of 

2fd  but a low value of 3fd , implying that the financial systems of these economies 

rely more on financial intermediaries (bank-based financial system). In contrast, some 
other economies (e.g., Hong Kong, South Africa, Singapore) have a high value of 

3fd  but a low value of 2fd , implying that the financial systems of these economies 

rely more on financial (stock) market (market-based financial system). In this context, 
each of the three financial development measures used in our paper has its merits and 
together they can provide us with a more complete picture of the financial 
development in a given economy. 

Overall, the sheer size of the ranges and differences in Table 1 suggests that the 
impact of financial development on the effectiveness of monetary policy may be very 
significant as it leads to very diverse output and price effects across the 41 economies 
considered.  

 
 
 

Table 1: Sample means over 2005Q1-2011Q4 
 



 

 

Country y∆  p∆  
m∆  

1fd  
2fd  

3fd  

1.Argentina 1.782%  3.769% 4.952% 0.510  0.281  0.229  
2.Australia 0.678  0.730 2.892 2.435  1.248  1.187  
3.Austria 0.403  0.524 1.356 1.669  1.307  0.362  
4.Belgium 0.326  0.598 1.274 1.803  1.112  0.692  
5.Brazil 1.048  1.273 4.428 1.451  0.848  0.603  
6.Bulgaria 0.663  1.465 3.858 0.844  0.558  0.285  
7.Canada 0.375  0.478 1.771 2.730  1.513  1.217  
8.China 2.725  0.794 4.613 2.099  1.295  0.804  
9.Colombia 1.226  1.108 3.582 0.762  0.340  0.422  
10.Czech Republic 0.652  0.650 2.111 0.816  0.526  0.289  
11.Denmark 0.041  0.549 1.145 2.690  2.000  0.690  
12.France 0.223  0.456 1.648 2.031  1.215  0.816  
13.Germany 0.427  0.453 1.237 1.732  1.295  0.436  
14.Greece -0.265  0.817 1.076 1.705  1.192  0.512  
15.Hong Kong, China  1.030  0.679 2.414 6.101  1.525  4.576  
16.Hungary 0.032  1.227 1.787 0.994  0.730  0.264  
17.India 2.064  2.088 4.425 1.438  0.650  0.787  
18.Indonesia 1.468  1.885 3.771 0.687  0.362  0.325  
19.Ireland 0.124  0.293 1.153 2.454  1.962  0.492  
20.Israel 1.126  0.642 2.368 1.660  0.710  0.950  
21.Italy -0.025  0.567 2.391 1.637  1.284  0.353  
22.Japan 0.063  -0.061 0.539 3.145  2.274  0.871  
23.Korea Republic 0.954  0.780 2.214 1.829  0.987  0.843  
24.Latvia 0.188  1.542 3.139 0.910  0.819  0.091  
25.Lithuania 0.555  1.164 3.001 0.762  0.548  0.213  
26.Mexico 0.580  1.019 2.746 0.625  0.322  0.303  
27.Netherlands 0.332  0.418 1.728 2.842  1.955  0.887  
28.Norway 0.219  0.497 2.046 1.810  1.198  0.612  
29.Peru 1.789  0.704 3.711 0.764  0.159  0.605  
30.Portugal 0.066  0.533 2.239 2.154  1.744  0.410  
31.Russia 0.937  2.398 6.530 0.931  0.247  0.684  
32.Singapore 1.682  0.724 2.750 2.523  0.730  1.793  
33.South Africa 0.833  1.384 2.843 2.852  0.795  2.057  
34.Spain 0.186  0.637 2.761 2.889  1.994  0.895  
35.Sweden 0.480  0.412 2.174 2.373  1.302  1.070  
36.Switzerland 0.524  0.165 1.543 3.999  1.765  2.233  
37.Thailand 0.758  0.829 2.131 1.737  1.077  0.661  
38.Ukraine 0.497  3.065 6.429 0.932  0.593  0.339  
39.United Kingdom 0.126  0.743 2.102 2.749  1.509  1.240  
40.United States 0.238  0.611 1.478 2.174  0.963  1.210  
41.Vietnam 1.712  2.880 6.434 1.099  0.931  0.167  
Note: y∆ is the real growth rate of GDP (%), p∆ is the CPI inflation rate (%), m∆ is the growth rate of M2 (%), 

1fd  is the sum of private credit plus stock market capitalization as a fraction of GDP, 2fd  is private credit as a 

fraction of GDP, 3fd  is stock market capitalization as a fraction of GDP. 
 

Table 2: Descriptive statistics 
 

Variable Mean Standard deviation Min Max Observation 

y∆  0.698 0.645 -0.586 2.875 1148 
p∆  1.011 1.301 -3.445 9.252 1148 
m∆  2.747 3.238 -10.745 22.030 1148 

1fd  1.886 1.142 0.079 10.551 1148 



 

 

2fd  1.069 0.594 0.057 2.452 1148 

3fd  0.817 0.816 0.042 9.219 1148 

Note: y∆  is the real growth rate of GDP (%), p∆ is the CPI inflation rate (%), m∆ is the growth rate of M2 (%), 

1fd  is the sum of private credit plus stock market capitalization as a fraction of GDP, 2fd  is private credit as a 

fraction of GDP, 3fd  is stock market capitalization as a fraction of GDP.  

 
3. Empirical results 
As mentioned in the introduction, coefficients in panel data analysis can be 

estimated by using pooled least squares (PLS), fixed effect (FE) or random effect (RE) 
model. However, when the regression equation includes lagged terms of the 
dependent variable, coefficients estimated by the RE model will be identical to those 
estimated by the PLS model. In addition, the previous studies (e.g., Judge et al., 1985) 
have shown that estimations obtained by using FE model would be more plausible 
under more general assumptions. Therefore, we only report empirical results 
estimated by the FE model in the basic analysis.7 

  
3.1 Baseline results 
This sub-section presents the results under the baseline empirical setup. As 

mentioned in the previous section, we first separate the sample economies by degrees 
of financial development and then compare the coefficient sizes across the subsamples. 
More specifically, we divide the 30 sample economies into three equal subgroups 
according to their average level of overall financial development ( fd1 ) during the 
sample period (2000Q1-2011Q4): (1) high level of financial development (denoted as 
“HFD”), which includes the 10 most financially developed economies in our sample; 
(2) middle level of financial development (denoted as “MFD”), which includes the 11th 
to 20th most financially developed economies in our sample; (3) low level of financial 
development (denoted as “LFD”), which includes the 10 least financially developed 
economies in our sample. Then the regressions are re-estimated separately using the 
three subsamples. The results are reported in Table 3. 

 
Table 3: Financial development and monetary policy effectiveness: baseline 
results 

 

Dependent variable: real output growth ∆ ty  Dependent variable: inflation rate ∆ tp  

Independent 
variables 

HFD 
subsample 

MFD 
subsample 

LFD 
subsample 

Independent 
variables 

HFD 
subsample 

MFD 
subsample 

LFD 
subsample 

constant 0.0037*** 
(5.9902) 

0.0039*** 
(5.3264) 

0.0038*** 
(6.9319) constant 0.0041*** 

(6.7762) 
0.0044*** 
(5.3926) 

0.0042** 
(7.0265) 

1ty −∆  
0.4219*** 
(14.3735) 

0.4540*** 
(13.5225) 

0.4062*** 
(15.6328) 1tp −∆  

0.4288*** 
(13.2362) 

0.4167** 
(14.9825) 

0.4094*** 
(12.6968) 

∆ tm  0.0631*** 
(3.1264) 

0.1646*** 
(3.3013) 

0.3524*** 
(3.7727) ∆ tm  -0.0110 

(-0.3356) 
-0.0216 

(-0.5229) 
-0.0279 

(-0.2346) 

                                                   
7 Results estimated by other estimation methods such as the RE estimates and the GMM 

estimate are available upon request. 



 

 

1tm −∆  0.0206* 
(1.7255) 

0.0919** 
(2.0239) 

0.1068** 
(2.3256) 1tm −∆  0.0520*** 

(3.0820) 
0.0813*** 
(3.1607) 

0.1466*** 
(3.2531) 

2tm −∆  0.0027 
(0.0216) 

0.0055* 
(1.7383) 

0.0095 
(0.0246) 2tm −∆  0.0102** 

(2.1328) 
0.0397** 
(2.0419) 

0.1101*** 
(2.7818) 

3tm −∆  0.0157 
(0.9108) 

0.0409 
(0.6482) 

0.0473 
(0.8618) 3tm −∆  0.0168 

(0.3392) 
0.0188 

(0.2124) 
0.0407 

(0.6594) 

4tm −∆  0.0015 
(1.0952) 

0.0075 
(1.1217) 

0.0058* 
(1.6955) 4tm −∆  0.0219 

(1.2551) 
0.0350* 
(1.6964) 

0.0318* 
(1.7302) 

tcrisis  -0.0068*** 
(-2.0713) 

-0.0056** 
(-2.0189) 

-0.0047*** 
(-2.0616) tcrisis  0.0027** 

(2.0257) 
0.0021** 
(2.3242) 

0.0019** 
(2.2062) 

4

0

m
i

i
θ

=
∑  0.1036*** 

(8.9178) 
0.3104*** 
(9.5327) 

0.5218*** 
(8.8043) 

4

0

m
i

i
f

=
∑  0.0899*** 

(9.6255) 
0.1532*** 
(7.4812) 

0.3013*** 
(8.2659) 

Number of 
observations 440 440 440 Number of 

observations 440 440 440 

Number of 
countries 10 10 10 Number of 

countries 10 10 10 

Significance 
test 11.5629*** 10.3745*** 12.8126*** Significance 

test 10.7928*** 9.2586*** 11.6173*** 

F-statistic 46.8863*** 48.0593*** 49.7247*** F-statistic 45.0136*** 47.3321*** 45.5327*** 
D.W. 2.0065 1.9811 2.0257 D.W. 2.0209 1.9660 2.0493 

Adj-R² 0.6239 0.6106 0.6342 Adj-R² 0.5685 0.5578 0.5729 

Notes: (1) 
4

0

m
i

i
θ

=
∑  is the sum of the money coefficients (∆ tm s) in the output equation, 

4

0

m
i

i
f

=
∑  is the sum of the 

money coefficients (∆ tm s) in the inflation equation, with their F-statistic of Wald test in the parenthesis; (2) 
Values in other parentheses are t-statistics; (3) Values in the Significance test are F-test statistics for testing 
whether the coefficients for each subsample are significantly different from each other; (4) ***Significant at 1%, 
**Significant at 5%, *Significant at 10%. 
 

From the results in Table 3 we can see that, in line with the previous literature, both 
output growth and inflation rate have a considerable degree of persistence, as 
indicated by the statistically significantly positive AR(1) term in all equations.8 As for 
the money coefficients, which are the main focus of the paper, Table 3 shows that the 

sum of the money coefficients (
4

0

m
i

i
θ

=
∑ , 

4

0

m
i

i
f

=
∑ ) is estimated to be significantly 

positive in all equations, implying that an increase in money supply is associated with 
higher output and inflation. Meanwhile, for both the output and inflation regressions, 

we find consistent results that the sum of the money coefficients (
4

0

m
i

i
θ

=
∑ , 

4

0

m
i

i
f

=
∑ ) is 

largest in the LFD subsample, lower in the MFD subsample, and lowest in the HFD 

                                                   
8 We only include 1 lag for the autoregressive term of the dependent variable because model 

evaluation suggests that 1 lag is enough to capture the persistence of the dependent variable (output 
growth and inflation rate). In addition, robustness analysis shows that including more lags of the 
dependent variable in the regressions does not alter the main results of the paper. Since the 
persistence of the dependent variable is not the main focus of the paper, we opt for 1 lag in the 
regression analysis. 



 

 

subsample. This increasingly larger effect of money supply on output and inflation 
from financially developed economies to financially less developed economies 
suggest that the effectiveness of monetary policy will decrease in economies with 
more developed financial systems. This conclusion is further verified by the 
significance test in Table 3, which shows that the coefficients for HFD, MFD, and 
LFD countries are significantly different from each other at the 1% level.  

As expected, the coefficient of the crisis dummy in the output regressions is 
negative and statistically significant, implying that the 2008 global financial crisis had 
a dampening effect on output growth. In contrast, the coefficient of the crisis dummy 
in the inflation regressions is estimated to be significantly positive, implying that the 
global financial crisis was accompanied by high inflation. Although this result may 
appear puzzling at first glance as it contradicts the standard economic theory that 
financial crisis is usually associated with low inflation, it is largely consistent with the 
recent observation that inflation rates did not actually fall during the global financial 
crisis. For example, Williams (2010) and IMF (2013) have observed that inflation 
rates over the period 2009-2011 were notably and consistently higher than expected, 
despite rising levels of unemployment. Friedrich (2014) also documents the evidence 
of high inflation over the period 2009-2011, where above-target inflation rates 
occurred at a time when economic growth was at its lowest level in recent history. In 
our case, the quarterly average inflation rate over the crisis period (2008-2011 for 
most economies in our sample, according to the definition of Laeven and Valencia 
(2012)) was 0.97%, which is significantly higher than the average value of 0.76% 
during the pre-crisis period (2005-2007). A major reason why inflation rates rise 
during the crisis is that many economies had implemented expansionary monetary 
policies such as Quantitative Easing (QE) to counteract the negative effects of the 
global financial crisis on the economy. In this regard, Faia (2008) also argues that 
rising inflation in financial crises can be attributed to long term implications of 
expansionary monetary policies.  Other possible explanations for rising inflation in 
the global financial crisis include stable inflation expectations and a long-term decline 
in the slope of the Phillips curve (IMF, 2013) as well as the role of fiscal policy stance 
(Friedrich, 2014). 

As for the explanatory power of the models is concerned, adjusted 2R  values in 

Table 3 are found to be between 0.55-0.63, which could be regarded as quite 
satisfactory in panel data regression. In addition, calculated D-W values in Table 3 are 
all around 2, suggesting that there is no autocorrelation in the estimation. Overall, the 
estimation results in Table 3 tend to suggest that higher levels of financial 
development will reduce the effectiveness of monetary policy on output and inflation. 

 
  3.2 Results under the alternative empirical setup                                                                 

As mentioned in Section 2, in addition to the baseline empirical setup, we also use 
an alternative empirical setup where the variable of financial development is 
explicitly included in the regressions. This is done by estimating the regression 
equations (5) and (6) based on the panel dataset of 41 economies over the period 
2005Q1-2011Q4. Meanwhile, to facilitate quantitative assessment of the importance 



 

 

of financial development in affecting monetary policy effectiveness (see the 
discussions below), the regressions are estimated using the “standard normalized” 
variables.9 The results are reported in Table 4, where Equations i, ii and iii show the 
results using fd1, fd2 and fd3 as the proxy variable for financial development, 
respectively. 
Table 4: Financial development and monetary policy effectiveness: alternative 

empirical setup 

Dependent variable: real output growth ∆ ty  Dependent variable: inflation rate ∆ tp  

Independent 
variables 

Equation i Equation ii Equation iii 
Independent 

variables 
Equation i Equation ii Equation iii 

1ty −∆  
0.3208*** 

(3.6721) 
0.3669*** 

(3.2158) 
0.2937*** 

(3.4653) 1tp −∆  
0.3556*** 

(6.9834) 
0.3948*** 

(7.0356) 
0.3593*** 

(7.1342) 

tfd  
0.0211*** 

(2.6056) 
0.0158*** 

(7.5329) 
0.0042*** 

(3.4922) tfd  
0.0097*** 

(2.5936) 
0.0060* 
(1.6927) 

0.0071*** 
(2.8538) 

1tfd −  
0.0200* 
(1.6987) 

0.0117*** 
(4.3124) 

0.0025** 
(2.1368) 1tfd −  

0.0027 
(0.3319) 

0.0005 
(0.6806) 

0.0001 
(0.3924) 

2tfd −  
0.0011 

(1.1328) 
0.0012 

(0.6933) 
-0.0006 

(-0.7924) 2tfd −  
-0.0005** 
(-2.2774) 

-0.0001 
(-0.1678) 

-0.0004**      
(-2.2306) 

3tfd −  
-0.0004*** 

(-2.9526) 
-0.0003* 
(-1.8012) 

-0.0003*** 
(-2.7134) 3tfd −  

-0.0006 
(-1.1826) 

0.0001 
(0.2347) 

-0.0005 
(-1.1732) 

4tfd −  
0.0007 

(0.5542) 
0.0055*** 

(2.7913) 
0.0009 

(0.8968) 4tfd −  
0.0002 

(0.5194) 
0.0007 

(1.3928) 
0.0002 

(0.6855) 

∆ tm  
0.2186*** 

(2.9703) 
0.4465*** 

(5.0803) 
0.1263* 
(1.8222) 

∆ tm  
-0.0891* 
(-1.6927) 

0.0105 
(0.3323) 

-0.1093** 
(-2.3506) 

1tm −∆  
0.1249 

(0.9037) 
0.1512 

(1.1748) 
0.1127 

(1.2565) 1tm −∆  
0.0398 

(0.5112) 
0.0675 

(0.9932) 
0.0255 

(0.5827) 

2tm −∆  
0.0753 

(0.6149) 
-0.0590 

(-0.5625) 
0.0957 

(1.1343) 2tm −∆  
0.0839** 
(2.1325) 

0.0251 
(0.8908) 

0.0572* 
(1.8114) 

3tm −∆  
0.1197 

(1.1023) 
-0.0395 

(-0.5648) 
0.1135 

(1.4187) 3tm −∆  
0.0926** 
(2.1747) 

0.0383 
(1.0196) 

0.0737** 
(2.1895) 

                                                   
9 As is well known, the values of the conventional metric coefficients would tell us little about 

whether a variable is most important in determining the value of the dependent variable, since the 
regression variables are usually measured in different ways (different units). One proposed solution 
in the standard literature is to estimate the regressions using “standardized” variables which are 
“metric-free.” This is done by computing Z scores for each of the dependent and independent 

variables. That is, ' ( ) / xx x sµ= − , where µ  and xs  is the mean and standard deviation of the 

original variable x  respectively, and 'x  is the “standardized” value of x . Using the standardized 
variables to estimate the model, we can obtain the standardized regression coefficients, which is 
helpful to determine whether a 1 standard deviation change in the independent variable of interest 
would produce a notable change in the dependent variable. Note that the constant term is typically 
not included in the standard normalized regressions because all variables are demeaned in the 
process of standardization. 



 

 

4tm −∆  
0.1329 

(1.5104) 
0.0645 

(0.8112) 
0.0995 

(1.4937) 4tm −∆  
0.1247*** 

(2.8503) 
0.0959*** 

(2.7716) 
0.0756** 
(2.6022) 

∆t tfd m  
-0.0652 

(-1.1292) 
-0.4774*** 

(-2.6937) 
0.0478 

(1.1488) 
∆t tfd m  

0.0150 
(0.5922) 

-0.0732** 
(-2.1842) 

0.0314* 
(1.6858) 

1 1t tfd m− −∆  
-0.0692 

(-0.6965) 
-0.1372 

(-0.6829) 
-0.0276 

(-0.4167) 1 1t tfd m− −∆  
-0.0075 

(-0.2163) 
-0.0420 

(-0.8216) 
0.0084 

(0.3347) 

2 2t tfd m− −∆  
-0.0648 

(-0.6204) 
0.1486 

(0.8321) 
-0.0745 

(-0.6984) 2 2t tfd m− −∆  
-0.0513* 
(-1.8738) 

-0.0036 
(-0.1345) 

-0.0336 
(-1.5725) 

3 3t tfd m− −∆  
-0.1152 

(-1.3716) 
0.1629 

(1.4990) 
-0.1134 

(-0.9713) 3 3t tfd m− −∆  
-0.0362 

(-1.3781) 
0.0168 

(0.5393) 
-0.0235 

(-1.2127) 

4 4t tfd m− −∆  
-0.1172 

(-1.5705) 
-0.0600 

(-0.4563) 
-0.0818* 
(-1.6812) 4 4t tfd m− −∆  

-0.0713** 
(-2.2516) 

-0.0624* 
(-1.7495) 

-0.0392* 
(-1.8183) 

tcrisis  
-0.0022** 
(-2.1063) 

-0.0037* 
(-1.8125) 

-0.0025* 
(-1.6933) tcrisis  

0.0011* 
(1.7159) 

0.0009* 
(1.7628) 

0.0010* 
(1.8045) 

4

0

f
i

i
θ

=
∑  0.0425*** 

(12.9685) 
0.0339*** 
(12.0346) 

0.0067*** 
(10.8630) 

4

0

f
i

i
f

=
∑  0.0115*** 

(11.5965) 
0.0072*** 
(10.8794) 

0.0065** 
(6.1513) 

4

0

m
i

i
θ

=
∑  0.6714*** 

(25.2663) 
0.5637*** 
(21.9838) 

0.5477*** 
(20.6469) 

4

0

m
i

i
f

=
∑  0.2519*** 

(17.1285) 
0.2373*** 
(12.3104) 

0.1227** 
(6.2948) 

4

0

fm
i

i
θ

=
∑  -0.4316*** 

(13.7829) 
-0.3631*** 

(12.3035) 
-0.2495*** 

(8.6217) 

4

0

fm
i

i
f

=
∑  -0.1513*** 

(16.7268) 
-0.1644*** 

(8.8209) 
-0.0565** 

(6.3656) 
Number of 

observations 984 984 984 Number of 
observations 984 984 984 

Number of 
countries 41 41 41 Number of 

countries 41 41 41 

F-statistic 36.3429*** 36.4716*** 35.0213*** F-statistic 28.0956*** 26.3824*** 27.9883*** 
D.W. 2.0528  2.0615  2.0709  D.W. 1.9064  1.8605  1.8926  

Adj-R² 0.6599 0.6602  0.6581  Adj-R² 0.6128  0.5894  0.6098  

Notes: (1) fd s in Eqs. (i) (ii) (iii) are 1fd , 2fd and 3fd , respectively; (2) 
4

0

f
i

i
θ

=
∑ and 

4

0

f
i

i
f

=
∑  is the sum of 

the coefficients of the financial development ( tfd s) in the output and inflation equation respectively, 
4

0

m
i

i
θ

=
∑  

and 
4

0

m
i

i
f

=
∑  is the sum of the money coefficients (∆ tm s) in the output and inflation equation respectively, 

4

0

fm
i

i
θ

=
∑  and 

4

0

fm
i

i
f

=
∑  is the sum of the coefficients of the interaction terms ∆t tfd m s in the output and 

inflation equation respectively, with their F-statistic of Wald test in the parenthesis; (3) Values in other parentheses 
are t-statistics; (4) ***Significant at 1%, **Significant at 5%, *Significant at 10%. 

 
From Table 4 we can see that both output and inflation exhibit a considerable 

degree of persistence, as suggested by the significantly positive AR(1) term in all 
equations. Similar to the results in Table 3, the coefficient of the crisis dummy in the 
output regressions is significantly negative while that in the inflation regressions is 
significantly positive, implying that the global financial crisis had a dampening effect 
on output growth and was accompanied by high inflation. In addition, consistent with 
the previous studies (e.g., Levine, 1997; Levine et al., 2000; Khan, 2001; Hassan et al., 



 

 

2011), the sum of the coefficients of the financial development (
4

0

f
i

i
θ

=
∑ , 

4

0

f
i

i
f

=
∑ ) turn 

out to be significantly positive, indicating that financial development tends to have a 
positive impact on output growth and inflation rate.  

As for the money coefficients ∆ tm s and the interaction terms ∆t tfd m s, which are 
the main focus of the paper, Table 4 shows that the sum of the coefficients of the 

money supply (
4

0

m
i

i
θ

=
∑ , 

4

0

m
i

i
f

=
∑ ) is positive and statistically significant, suggesting that 

an increase in the money supply is generally associated with a corresponding increase 
in output and inflation. In addition, even if the signs of estimated coefficients of 

∆t tfd m s sometimes do change, the sum of the coefficients of the interaction terms 

(
4

0

fm
i

i
θ

=
∑ , 

4

0

fm
i

i
f

=
∑ ) is strictly negative and statistically significant in all equations. This 

again leads to the conclusion that the effectiveness of monetary policy is negatively 
correlated with financial development, since higher level of financial development 
tends to weaken the effects of monetary policy on output and inflation. One thing 
worth noting is that, by comparing the results of Equation ii with those of Equation iii, 

we can see that the sum of the coefficients of the interaction terms (
4

0

fm
i

i
θ

=
∑ , 

4

0

fm
i

i
f

=
∑ ) 

is statistically more significant in Equation ii (where fd2 is used as the proxy variable 
for financial development) than those in Equation iii (where fd3 is used as the proxy 
variable for financial development), implying that the effectiveness of monetary 
policy may depend more on the development of the financial intermediary than that of 
the stock market.  

Finally, to have a quantitative assessment of the importance of financial 
development in affecting monetary policy effectiveness, let us take a closer look at the 
results. From Equation i in the left section of Table 4, we can see that the sum of the 

money coefficients (
4

0

m
i

i
θ

=
∑ ) is estimated to be 0.671. Keeping in mind that the 

regressions are estimated using “standard normalized” variables, this would imply that 
a one standard deviation increase in money growth would lead to a 0.671 standard 
deviations increase in output growth within four quarters. At the same time, the sum of 

the coefficients of the interaction terms (
4

0

fm
i

i
θ

=
∑ ) is estimated to be -0.432, implying 

that a one standard deviation increase in the level of financial development would lead 
to a 0.432 standard deviations decrease in the growth effect of money supply, 
corresponding to a reduction of 64.38% ( 0.432 / 0.671 64.38%= ) in the effectiveness 
of money supply. As for the inflation effect of money supply, from Equation i in the 

right section of Table 4 we can see that the sum of the money coefficients (
4

0

m
i

i
f

=
∑ ) is 



 

 

estimated to be 0.252 while the sum of the coefficients of the interaction terms (
4

0

fm
i

i
f

=
∑ ) 

is estimated to be -0.151, implying that a one standard deviation increase in the level of 
financial development would lead to a 0.151 standard deviations decrease in the 
growth effect of money supply, corresponding to a reduction of 59.92% 
( 0.151/ 0.252 59.92%= ) in the effectiveness of monetary policy. Summarizing these 
results, it might be interpreted that the impact of financial development on the 
effectiveness of monetary policy is not only significant but also important. 
 

3.3 Robustness checks 
In this sub-section we investigate the robustness of our empirical findings to a 

number of generalizations of the estimated models, including robustness to an 
extended period of time, robustness to varying the data frequency, robustness across 
sub-samples, and robustness to endogeneity (system-GMM estimation). 

 
3.3.1. Robustness to an extended period of time 
In the previous analysis, we have used a panel data set of 41 economies over the 

period 2005Q1-2011Q4. Although the use of a relatively short time frame (due to data 
availability) in the study of financial development is not rare in the literature (e.g., 
Zhang et al., 2012), one might still argue that it would be better to include longer time 
periods to allow for more changes in the financial development of the sample 
economies. To address this issue, we extend our analysis by bringing the start point of 
the sample period to an earlier date (2000Q1). However, this comes with the cost that 
a less number of countries can be included in our sample due to data availability. To 
be more specific, eleven economies have to be dropped from our sample because data 
prior to 2005Q1 or an earlier date are not available for these economies.10 Then we 
re-estimate the regressions using the new panel data set of 30 economies over the 
period 2000Q1-2011Q4. The results are reported in Table 5.  

 
Table 5: Robustness to an extended sample period 

 
Dependent variable: real output growth ∆ ty  Dependent variable: inflation rate ∆ tp  

Independent 
variables Equation i Equation ii Equation iii Independent 

variables Equation i Equation ii Equation iii 

constant 0.0029** 
(2.2503) 

0.0026** 
(2.0475) 

0.0031*** 
(2.7012) constant 0.0032*** 

(3.9792) 
0.0035*** 

(3.8983) 
0.0038*** 

(4.0145) 

1ty −∆  
0.4742*** 

(3.5634) 
0.4591*** 

(3.9041) 
0.4606*** 

(3.5837) 1tp −∆  
0.3689*** 

(4.3803) 
0.3635*** 

(4.4107) 
0.3528*** 

(4.7060) 

∆ tm  0.0702*** 
(3.0811) 

0.1227*** 
(3.9506) 

0.0212** 
(2.4188) ∆ tm  -0.0283 

(-1.0509) 
0.0086 

(0.0956) 
-0.0391*** 

(-3.5071) 

1tm −∆  0.0539* 
(1.8693) 

0.0525 
(1.5045) 

0.0381 
(1.1739) 1tm −∆  0.0329 

(1.0522) 
0.0304* 
(1.8610) 

0.0171 
(0.8245) 

2tm −∆  
0.0015 

(0.0410) 
-0.0125 

(-0.5011) 
0.0228 

(0.3472) 2tm −∆  
0.0190 

(1.4613) 
0.0068 

(0.8141) 
0.0157 

(1.3329) 

                                                   
10 The eleven economies that have to be dropped include Colombia, Czech Republic, Greece, 

Indonesia, Japan, Latvia, South Africa, Sweden, Thailand, Ukraine, and Vietnam. 



 

 

3tm −∆  0.0427 
(1.1602) 

-0.0209 
(-0.3318) 

0.0258 
(1.5071) 3tm −∆  0.0441* 

(1.7417) 
0.0224* 
(1.7532) 

0.0233** 
(2.0928) 

4tm −∆  0.0112 
(1.1006) 

0.0230 
(0.6785) 

0.0253 
(0.4525) 4tm −∆  0.0382*** 

(3.3209) 
0.0391** 
(2.9107) 

0.0289** 
(2.3835) 

∆t tfd m  -0.0072** 
(-2.0516) 

-0.0215*** 
(-4.0920) 

0.0021 
(0.5743) ∆t tfd m  -0.0016 

(-0.5457) 
-0.0091** 
(-2.2997) 

0.0037 
(1.0353) 

1 1t tfd m− −∆  
-0.0056* 
(-1.7612) 

-0.0067 
(-1.0256) 

-0.0072* 
(-1.7392) 1 1t tfd m− −∆  

-0.0009 
(-0.9003) 

-0.0026 
(-1.0064) 

0.0013 
(0.1109) 

2 2t tfd m− −∆  
0.0018 

(0.3043) 
0.0052 

(1.1217) 
-0.0020 

(-0.6130) 2 2t tfd m− −∆  
-0.0022 

(-1.5676) 
-0.0038 

(-0.2681) 
-0.0041 

(-1.2803) 

3 3t tfd m− −∆  -0.0040 
(-0.6615) 

0.0024 
(0.3926) 

-0.0112* 
(-1.7503) 3 3t tfd m− −∆  -0.0027 

(-0.3349) 
0.0005 

(0.2603) 
-0.0022 

(-0.4329) 

4 4t tfd m− −∆  
-0.0045 

(-0.0702) 
-0.0013 

(-0.0951) 
-0.0041 

(-1.0721) 4 4t tfd m− −∆  
-0.0047*** 

(-2.7903) 
-0.0044*** 

(-2.6825) 
-0.0073** 
(-2.0168) 

tcrisis  
-0.0032** 
(-2.1953) 

-0.0036** 
(-2.0938) 

-0.0033** 
(-2.0795) tcrisis  

0.0022** 
(1.9982) 

0.0024** 
(2.1576) 

0.0020** 
(2.2831) 

4

0

m
i

i
θ

=
∑  0.1885*** 

(19.3738) 
0.1649*** 
(19.6226) 

0.1332*** 
(13.6605) 

4

0

m
i

i
f

=
∑  0.1059*** 

(20.4474) 
0.1072*** 
(25.3581) 

0.0458*** 
(11.0605) 

4

0

fm
i

i
θ

=
∑  -0.0196*** 

(13.1582) 
-0.0217*** 

(12.6040) 
-0.0222*** 

(9.5749) 
4

0

fm
i

i
f

=
∑  -0.0121*** 

(15.8228) 
-0.0192*** 

(19.9423) 
-0.0086*** 

(7.9506) 
Number of 

observations 1320 1320 1320 Number of 
observations 1320 1320 1320 

Number of 
countries 30 30 30 Number of 

countries 30 30 30 

F-statistic 153.90*** 132.83*** 143.11*** F-statistic 146.06*** 136.18*** 135.76*** 
D.W. 2.1031 2.1060 2.0942 D.W. 1.8792 1.8906 1.9802 

Adj-R² 0.4956 0.4899 0.5073 Adj-R² 0.5589 0.5665 0.5581 

Notes: (1) fd s in Eqs. (i) (ii) (iii) are 1fd , 2fd and 3fd , respectively; (2) 
4

0

m
i

i
θ

=
∑  and 

4

0

m
i

i
f

=
∑  is the sum of 

the money coefficients (∆ tm s) in the output and inflation equation respectively, 
4

0

fm
i

i
θ

=
∑  and 

4

0

fm
i

i
f

=
∑  is the 

sum of the coefficients of the interaction terms ∆t tfd m s in the output and inflation equation respectively, with 
their F-statistic of Wald test in the parenthesis; (3) Values in other parentheses are t-statistics; (4) ***Significant at 
1%, **Significant at 5%, *Significant at 10%. 
 

From Table 5 we can see that, for both output and inflation regressions, the sum of 

the money coefficients (
4

0

m
i

i
θ

=
∑ , 

4

0

m
i

i
f

=
∑ ) is significantly positive while that of the 

interaction terms (
4

0

fm
i

i
θ

=
∑ , 

4

0

fm
i

i
f

=
∑ ) is significantly negative. This means that, the 

main conclusion of the paper, i.e., financial development has a negative impact on the 
effectiveness of monetary policy, is valid and robust to an extended period of time. 
Meanwhile, the estimation of other coefficients in the regressions, such as the AR(1) 
term and the crisis dummy, are also consistent with the previous analysis, which adds 
additional credibility to the robustness of our results. 

 



 

 

3.3.2. Robustness to long-term average of the proxies 
Another issue related to our discussion is whether the results are affected by the 

potential “noise” generated by quarterly data. This issue can be addressed by using 
long-term averages of the variables in the regressions to smooth out the short-term 
effects associated with the quarterly data. To this end, following the standard 
approach in the literature (e.g., Beck and Levine, 2004; Bekaert et al., 2011; Creel et 
al., 2015), we split the sample into four non-overlapping three-year periods 
(2000Q1-2002Q4, 2003Q1-2005Q4, 2006Q1-2008Q4, 2009Q1-2011Q4) and 
re-estimate the regressions using the three-year non-overlapping panel based on 
average variables. Note that because one observation now corresponds to a 3-year 
period length, which is sufficient to allow for the possible transmission lag of 
monetary policy, we include only one lag in the regressions.11  The results are 
presented in Table 6.  

 
Table 6: Robustness to long-term average of the proxies (3-year averages) 

 
Dependent variable: real output growth ∆ ty  Dependent variable: inflation rate ∆ tp  

Independent 
variables Equation i Equation ii Equation iii Independent 

variables Equation i Equation ii Equation iii 

constant 0.0106** 
(5.6251) 

0.0103** 
(6.1745) 

0.0105*** 
(4.9602) constant 0.0065*** 

(6.7820) 
0.0068*** 

(5.6638) 
0.0062*** 

(6.3215) 

1ty −∆  
0.3024** 
(2.1235) 

0.2977** 
(2.1033) 

0.3109** 
(2.0757) 1tp −∆  

0.1821** 
(2.0315) 

0.1696** 
(2.0181) 

0.1762** 
(1.9902) 

∆ tm  0.1422*** 
(5.8913) 

0.1307*** 
(6.0905) 

0.1218** 
(5.0458) ∆ tm  0.0928*** 

(5.1529) 
0.0996*** 

(5.3965) 
0.0382*** 

(4.9877) 

1tm −∆  0.0486* 
(1.8063) 

0.0435 
(1.5008) 

0.0311 
(1.1294) 1tm −∆  0.0271 

(1.1012) 
0.0210* 
(1.7933) 

0.0203 
(0.9547) 

∆t tfd m  
-0.0202** 
(-8.9566) 

-0.0183*** 
(-9.0291) 

-0.0221*** 
(-8.7365) ∆t tfd m  

-0.0155*** 
(-9.7547) 

-0.0196*** 
(-6.5995) 

-0.0062*** 
(-7.5202) 

1 1t tfd m− −∆  -0.0033 
(-1.4624) 

-0.0059 
(-1.3229) 

-0.0046* 
(-1.7102) 1 1t tfd m− −∆  -0.0028 

(-1.2023) 
-0.0031 

(-1.5267) 
-0.0024 

(-1.0915) 

tcrisis  -0.0102** 
(-2.1930) 

-0.0101** 
(-2.4526) 

-0.0102** 
(-2.0974) tcrisis  0.0012** 

(2.0526) 
0.0011** 
(1.9732) 

0.0010* 
(1.7816) 

1

0

m
i

i
θ

=
∑  0.1908*** 

(59.6621) 
0.1742*** 
(57.2106) 

0.1529*** 
(53.7051) 

1

0

m
i

i
f

=
∑  0.1199*** 

(61.2284) 
0.1206*** 
(67.8521) 

0.0585*** 
(55.1902) 

1

0

fm
i

i
θ

=
∑  -0.0235*** 

(113.4223) 
-0.0242*** 
(102.7895) 

-0.0267*** 
(118.0532) 

1

0

fm
i

i
f

=
∑  -0.0183*** 

(106.0742) 
-0.0227*** 
(108.1503) 

-0.0086*** 
(101.2661) 

Number of 
observations 90 90 90 Number of 

observations 90 90 90 

Number of 
countries 30 30 30 Number of 

countries 30 30 30 

F-statistic 41.206*** 43.385*** 39.017*** F-statistic 43.064*** 37.280*** 45.323*** 
D.W. 1.9905 2.0561 2.0384 D.W. 2.0112 2.0406 2.0529 

Adj-R² 0.8663 0.8978 0.7521 Adj-R² 0.7859 0.7657 0.8510 
                                                   

11 We also conducted model experiments by allowing for more lags in the regressions and found 
that the coefficients with lag order larger than 1 were statistically insignificant. 



 

 

Notes: (1) fd s in Eqs. (i) (ii) (iii) are 1fd , 2fd and 3fd , respectively; (2) 
1

0

m
i

i
θ

=
∑  and 

1

0

m
i

i
f

=
∑  is the sum of 

the money coefficients (∆ tm s) in the output and inflation equation respectively, 
1

0

fm
i

i
θ

=
∑  and 

1

0

fm
i

i
f

=
∑  is the 

sum of the coefficients of the interaction terms ∆t tfd m s in the output and inflation equation respectively, with 

their F-statistic of Wald test in the parenthesis; (3) Values in other parentheses are t-statistics; (4) ***Significant at 

1%, **Significant at 5%, *Significant at 10%. 

From Table 6 we can see that both the sum of the money coefficients (
1

0

m
i

i
θ

=
∑ , 

1

0

m
i

i
f

=
∑ ) and the sum of the coefficients of the interaction terms (

1

0

fm
i

i
θ

=
∑ , 

1

0

fm
i

i
f

=
∑ ) are 

estimated to be significant at the 1% level with the same sign as before, implying that 
the use of long-term average of the proxy variables to estimate the regressions would 
not alter the main results of the paper. Thus, consistent with our earlier findings, the 
negative relationship between financial development and monetary policy 
effectiveness remains robust after accounting for the possible long-term effects of the 
regression variables, which further strengthens the basic conclusion of the paper. 

 
3.3.3. Robustness across sub-samples 
One question that has been frequently explored in empirical studies is whether the 

results differ considerably between advanced and developing countries. In order to 
address this problem, we repeat the estimation by classifying the sample economies 
into two categories as advanced and developing economies based on IMF’s 
classification.12 Table 7 and Table 8 show the empirical results for the output and 
inflation equation, respectively.  

From Table 7 we can see that, consistent with the previous analysis, the effect of 
monetary policy on output is significantly and negatively associated with financial 

development. However, both the sum of the money coefficients (
4

0

m
i

i
θ

=
∑ ) and the sum 

of the coefficients of the interaction terms (
4

0

fm
i

i
θ

=
∑ ) turn out to be greater and more 

significant in the group of developing economies, indicating that the effect of 
monetary policy on output decreases more in developing economies than the 
developed ones. As for the effect of monetary policy on inflation, the results in Table 

                                                   
12 According to the IMF’s country classification, advanced economies in our sample include 

Australia, Austria, Belgium, Canada, Czech Republic, Denmark, France, Germany, Greece, Hong 
Kong, Hungary, Ireland, Italy, Japan, Korea Republic, Latvia, Netherlands, Norway, Portugal, 
Singapore, Spain, Sweden, Switzerland, United Kingdom, and United States, while developing 
economies in our sample include Argentina, Brazil, Bulgaria, China, Colombia, India, Indonesia, 
Lithuania, Mexico, Peru, Russia, South Africa, Thailand, Ukraine, and Vietnam. 



 

 

8 show that the sum of the coefficients of the interaction terms (
4

0

fm
i

i
f

=
∑ ) is estimated 

to be significant in the group of advanced economies but insignificant in the group of 
developing economies, suggesting that the relationship between financial 
development and the effect of monetary policy on inflation tends to be more 
pronounced in advanced economies than that in developing economies. 

Overall, the above analysis indicates that while the basic conclusion of the paper 
remains valid, there are also differences in the significance and degree of how 
financial development may affect the effectiveness of monetary policy. More 
specifically, as an economy becomes more financially developed, the effect of 
monetary policy on output decreases more in developing economies while the reverse 
is true for the effect of monetary policy on inflation. 

Table 7: Robustness to sub-samples: output regression results 
Dependent 

variable Real output growth ∆ ty  Real output growth ∆ ty  

Independent 
variables 

Advanced economies Developing economies 
Equation i Equation ii Equation iii Equation i Equation ii Equation iii 

constant 
0.0024*** 0.0018** 0.0014* 0.0105*** 0.0097*** 0.0079*** 

(2.6793) (2.0495)  (1.7032)  (8.9651)  (8.9966)  (6.5747)  

1ty −∆  
0.2850*** 0.2781*** 0.3398*** 0.1875*** 0.2500*** 0.2092*** 

(7.4435)  (7.2367)  (9.2625)  (3.5074)  (4.8382)  (3.8436)  

∆ tm  
0.0697  0.1886** 0.0289 0.0726*** 0.1244*** 0.0679*** 

(1.2445)  (2.2412)  (0.8660)  (3.8249)  (8.0756)  (4.1274)  

1tm −∆  
0.1025* -0.018238 0.0356  0.1278*** 0.1110*** 0.0898*** 
(1.7229)  (-0.2016)  (0.9888)  (6.7251)  (6.6370)  (5.3782)  

2tm −∆  
0.0108  0.0963  0.0161  0.1054*** -0.0291*** 0.0441** 

(0.1773) (1.0506)  (0.4400)  (5.0536)  (-1.6442)  (2.4684)  

3tm −∆  
0.1056* 0.1851** 0.0587  0.0416** -0.0058 0.0250  
(1.7517)  (2.0374)  (1.6380)  (2.0940)  (-0.3778)  (1.5459)  

4tm −∆  
0.0712  -0.0216  0.0036  -0.0075  0.0122  0.0313** 

(1.2467)  (-0.2569)  (0.1096)  (-0.3931)  (0.8116)  (2.0072)  

∆t tfd m  
-0.0025  -0.0249* 0.0104  0.0049  -0.0094 0.0159** 

(-0.4433)  (-1.7259)  (1.8384)  (1.1145)  (-1.5770)  (2.2568)  

1 1t tfd m− −∆  
-0.0130** -0.0002  -0.0128* -0.0207*** -0.0276*** -0.0222*** 
(-2.2185)  (-0.0112)  (-1.9711)  (-4.4425)  (-4.1564)  (-3.0059)  

2 2t tfd m− −∆  
0.0036  -0.010138 0.0108** -0.0375*** -0.0099 -0.0468*** 

(0.6033)  (-0.6471)  (1.5978)  (-7.6726)  (-1.4105)  (-6.0093)  

3 3t tfd m− −∆  
-0.0058  -0.0235  0.0001  -0.0181*** -0.0056  -0.0199** 

(-0.9623)  (-1.5131)  (0.0060)  (-3.4973)  (-0.8427)  (-2.5121)  

4 4t tfd m− −∆  
-0.0096 0.0031 -0.0028 0.0073  -0.0038  0.0046 

(-1.6275)  (0.2092)  (-0.4661)  (1.5335)  (-0.6370)  (0.6417)  

tcrisis  
-0.0077*** -0.0082*** -0.0084*** -0.0013 -0.0037*** -0.0001 

(-6.5124)  (-7.0114)  (-7.4542)  (-1.5500)  (-4.0208)  (-0.0271)  
4

0

m
i

i
θ

=
∑  0.3597*** 0.4301*** 0.1429*** 0.3399*** 0.2126*** 0.2581*** 

(4.4993) (4.5140) (3.7997) (9.2391) (8.4222) (8.8917) 
4

0

fm
i

i
θ

=
∑  

-0.0272*** -0.0557*** 0.0056 -0.0642*** -0.0563*** -0.0683*** 
(-2.9165) (-3.0923) (0.9431) (-7.3000) (-5.4930) (-6.9100) 



 

 

Number of 
observations 624  624  624  360  360  360  

Number of 
countries 26  26  26  15  15  15  

F-statistic 6.8261*** 6.8568*** 19.4076*** 129.9733*** 149.8446*** 141.5866*** 
D.W. 2.2192  2.2217  2.2454  2.0093  2.0011  0.9106  

Adj-R² 0.2571  0.2581  0.2618  0.9033  0.9213  1.9911  

Notes: (1) fd s in Eqs. (i) (ii) (iii) are 1fd , 2fd and 3fd , respectively; (2) 
4

0

m
i

i
θ

=
∑  is the sum of the money 

coefficients (∆ tm s), 
4

0

fm
i

i
θ

=
∑  is the sum of the coefficients of the interaction terms ∆t tfd m s, with their 

F-statistic of Wald test in the parenthesis; (3) Values in other parentheses are t-statistics; (4) ***Significant at 1%, 
**Significant at 5%, *Significant at 10%. 
 

Table 8: Robustness to sub-samples: inflation regression results 
 

Dependent 
variable  Inflation rate tp∆  Inflation rate tp∆  

Independent 
variables 

Advanced economies Developing economies 
Equation i Equation ii Equation iii Equation i Equation ii Equation iii 

constant 
0.0025*** 0.0024*** 0.0024*** 0.0062*** 0.0058*** 0.0061*** 

(6.1991)  (5.9655)  (5.7410)  (5.4216)  (4.1662)  (5.2562)  

1tp −∆  
0.4205*** 0.4193*** 0.4300*** 0.4117*** 0.3855*** 0.4268*** 
(10.7437)  (10.6048)  (11.0248)  (9.1013)  (8.4842)  (9.5234)  

∆ tm  
-0.0198 -0.0392 -0.0326** -0.0446* 0.0295  -0.0670*** 

(-0.8410)  (-1.0963)  (-2.2301)  (-1.7039)  (1.3986)  (-3.0512)  

1tm −∆  
-0.0160 -0.0007 -0.0005  0.0446* 0.0252  0.0387* 

(-0.6360)  (-0.0176)  (-0.0340)  (1.6703)  (1.1275)  (1.7058)  

2tm −∆  
0.0561** 0.0862** 0.0323** 0.0480* 0.0040  0.0497** 
(2.1864)  (2.2202)  (2.0692)  (1.8004)  (0.1784)  (2.1898)  

3tm −∆  
0.0158  0.0384  0.0223  0.0231  -0.0222  0.0448** 

(0.6188)  (0.9926)  (1.4481) (0.9022)  (-0.9863)  (2.1657)  

4tm −∆  
0.0842*** 0.0685* 0.0399***  0.0142  0.0294  0.0124  

(3.4679)  (1.9110)  (2.6860)  (0.5756)  (1.3637)  (0.6252)  

∆t tfd m  
-0.0025  -0.0002 -0.0024  0.0106* -0.0229* 0.0263*** 

(-1.0712)  (-0.0311)  (-0.8625)  (1.7748)  (-1.8789)  (3.5796)  

1 1t tfd m− −∆  
0.0028 0.0015  0.0035  -0.0052  0.0036 -0.0069  

(1.1389)  (0.2265)  (1.2284)  (-0.7953)  (0.2627)  (-0.8625)  

2 2t tfd m− −∆  
-0.0041  -0.0125* -0.0034  -0.0135** -0.0004  -0.0255*** 

(-1.6166)  (-1.8785)  (-1.1455)  (-2.0631)  (-0.0284)  (-3.0760)  

3 3t tfd m− −∆  
0.0011  -0.0029 0.0020  0.0006 0.0326** -0.0099 

(0.4470)  (-0.4344)  (0.6796)  (0.0873)  (2.3903)  (-1.2739)  

4 4t tfd m− −∆  
-0.0084*** -0.0106* -0.0083***  0.0038  -0.0007  0.0088  

(-3.3841)  (-1.6754)  (-2.8236) (0.6419)  (-0.0510)  (1.2159)  

tcrisis  
0.0018*** 0.0015*** 0.0018*** 0.0040*** 0.0044*** 0.0040*** 

(3.3419)  (2.8332)  (3.1756)  (4.2513)  (5.0389)  (4.0870)  
4

0

m
i

i
f

=
∑  

0.1204*** 0.1533*** 0.0613*** 0.0854** 0.0659** 0.0786** 
(3.6843) (3.9461) (2.9755) (2.3314) (2.1340) (2.5282) 

4

0

fm
i

i
f

=
∑  

-0.0111*** -0.0246*** -0.0085* -0.0037 0.0122 -0.0071 
(-2.8545) (-3.2922) (-1.6741) (-0.4272) (0.6050) (-0.6722) 



 

 

Number of 
observations 624  624  624  360  360  360  

Number of 
countries 26  26  26  15  15  15  

F-statistic 13.3579*** 13.2077*** 13.0228*** 20.5561*** 22.0492*** 21.6962*** 
D.W. 1.9074  1.9144  1.9104  1.7989  1.7879  1.8144  

Adj-R² 0.4233  0.4203  0.4166  0.5861  0.6039  0.5998  

Notes: (1) fd s in Eqs. (i) (ii) (iii) are 1fd , 2fd and 3fd , respectively; (2) 
4

0

m
i

i
f

=
∑  is the sum of the coefficients 

on money supply (∆ tm s) and 
4

0

fm
i

i
f

=
∑  is the sum of the coefficients of the interaction terms ( ∆t tfd m s), with 

their F-statistic of Wald test in the parenthesis; (3) Values in other parentheses are t-statistics; (4) ***Significant at 
1%, **Significant at 5%, *Significant at 10%. 
 

In addition to the comparative analysis between advanced and developing 
economies, we also exclude the economies that have the 10% most extreme values for 
output, inflation and financial development from the regression analysis to see if the 
results are sensitive to the extreme values. Additionally, to address the problem of 
endogeneity, we also re-estimate the regressions by using the system Generalized 
Method of Moments (GMM) estimators developed by Arellano and Bond (1991) and 
Blundell and Bond (1998). The results show that our main findings are not 
significantly altered by these robustness checks.13 

To sum up, the robustness checks in this section give additional credibility of the 
basic conclusion of the paper, i.e., the effectiveness of monetary policy tends to 
decline as the level of financial development becomes higher. 
 

4. Concluding remarks 
The question of whether financial development influences the effectiveness of 

monetary policy has captured growing attention among researchers in recent years. 
However, the number of studies which have explored this question empirically is still 
relatively limited and the results seem to be mixed. In this context, this paper adds to 
the literature by providing new evidence on the relationship between financial 
development and the effectiveness of monetary policy. Using panel data of 41 
economies over 2005Q1 to 2011Q4, we find that the effectiveness of monetary policy 
is negatively correlated with financial development. This finding is shown to be 
robust across all the different specifications and estimation methods examined. 

In addition to this general conclusion for all economies, our results also indicate 
that the effect of monetary policy on output decreases more with financial 
development in developing economies while the effect of monetary policy on 
inflation is strengthened with financial development in advanced economies. Possible 
reasons that may explain this difference between advanced and developing economies 
are the fact that advanced economies tend to have deeper and more efficient financial 
intermediaries and financial markets than developing economies; more stable and less 
capital flight in advanced economies due to economic and political stability; the 
availability of more financial instruments to direct money and credit to increase 
output in advanced economies; and more independent central banks and the adoption 
of explicit inflation targeting as the dominant monetary policy regime to control 

                                                   
13 The results for these robustness checks are available upon request. 



 

 

inflation in advanced economies.  
It is worth noting that, although our empirical results support the argument that the 

effectiveness of monetary policy will probably decline as the financial system 
becomes more developed, the theoretical foundations underlying this relationship 
largely remain absent due to the lack of micro-founded models which can successfully 
capture the interactions between financial development and the effectiveness of 
monetary policy. Therefore, how to construct micro-foundations for the financial 
development-monetary policy analysis would be an interesting area of future research. 
In this regard, a deeper look at the monetary policy transmission mechanism in the 
context of a micro-founded model that endogenously includes the impact of financial 
development could give a more solid direction to the next steps to be taken in 
empirical studies. 
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