
IMI Working Paper
No. 2204 [EN]

Rural Financial Information Service Platform under 
Smart Financial Environment

Dai Wensheng

INTERNATIONAL MONETARY INSTITUTE

Weibo WeChat

For further information, please visit
http://www.imi.ruc.edu.cn/en/



 1 

IMI Working Paper No. 2204 [EN] 

 

Rural Financial Information Service Platform under Smart 

Financial Environment＊ 

 

By DAI WENSHENG
*
 

 

February 2022 

 

Abstract 

 

The development and improvement of agricultural financial information service 

system is of great significance to the development of rural modernization, the 

improvement of rural comprehensive competitiveness and the construction of new 

socialist countryside. The construction of rural financial information service platform 

is directly related to the quality of rural financial information service, and directly 

affects the construction of new socialist countryside. In order to solve the problems of 

information collection, processing and integration of rural financial information 

service platform in China, the diversification, personalization, timeliness and accuracy 

of information demand are difficult to be met, and the organization and operation 

mode of the platform are not perfect. In this paper, based on the intelligent sensor, the 

whole digital transformation is realized through the reference of big data. Based on 

this, this paper establishes the research model of rural financial information service 

platform under the smart financial environment. From the current situation of the 

construction and application of rural financial information service platform in China, 

it studies the basic situation of the construction of rural financial information service 

platform in China from three aspects of functional scope, service mode and operation 

mode, and draws the improvement conclusion. The results show that the efficiency of 

rural financial information service is increased by 20% after using the improved 

method in this paper, which has certain use value. 
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1. Introduction 

 

a. Research background and significance of rural financial information service 

platform 

With the continuous development of China's rural economy, the government has led 

many financial reforms and made great achievements in the field of rural finance. 

However, with the further deepening of the reform, there are more and more obvious 

problems and contradictions in rural finance, rural credit cooperatives have also been 

affected and restructured to a certain extent. The development of new rural financial 

institutions has made great progress, but it is still subject to some constraints. On the 

basis of detailed investigation and research, this paper makes a comprehensive and in-

depth analysis on the reform of rural financial services and rural credit cooperatives 

by using the theories of financial repression, financial service guarantee and 

cooperative finance. Rural credit cooperatives are faced with difficulties in business 

innovation, market demand, business philosophy, work style, internal control and 

corporate governance. Under the influence of Rural Financial Cooperatives, rural 

financial service industry is also facing a strong impact. External market conditions. 

With the reform of rural credit cooperatives, China's rural commercial banks have 

played an active role in agriculture, rural finance, service and support for farmers. 

However, due to the profitability of commercial banks, China's rural commercial 

banks have shown a trend of weakening support for rural economic development. 

 

b. Construction of rural financial information service platform 

In terms of agricultural financial information services, China is at a relatively 

backward level, far behind the developed countries, and has not yet established a truly 

effective agricultural financial information service platform to connect developed and 

backward regions. This situation makes the vast rural areas still in the state of 

information blocking, information lag and information dislocation, which also leads to 

the lag of rural economic development. Due to the influence of economic conditions, 

consumption level, concept and other factors, the traditional media in rural 

information dissemination has its own insurmountable defects, such as poor feedback, 

service personalization is not strong, so that the majority of farmers cannot obtain. 

Simple, clear and practical agricultural product market information, policy 

information and related employment information. Mobile powered digital commerce 

has the potential to greatly promote financial inclusion and provide open banking 

services for people who have so far been isolated from it. At the macro level, it can 

promote economic growth and boost domestic economy and GDP. Begum M f 

describes that digital financial services are using digital technology to promote 

financial inclusion and improve financial health [1]. The determinants of consumer 

financial literacy and its impact on consumer financial literacy come from the survey 

[2]. Murendo C uses survey data from adult financial consumers to analyze the 

determinants of financial literacy and its impact on personal savings decisions. 

Financial literacy has a positive impact on the savings behavior of rural and urban 

residents. In addition, financial knowledge has a positive impact on informal and 

formal savings. In order to improve personal savings behavior, we need to take policy 

intervention measures to promote the popularization of financial knowledge [3]. The 

Koomson I study explores the impact of financial inclusion on poverty and poverty 

vulnerable families. Using the data extracted from the survey of living standards, this 

paper uses multiple correspondence analysis to generate financial inclusion index, and 

uses three-stage feasible least squares method to estimate the vulnerability of family 
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poverty. In the tool variable probit technology, the distance from the nearest bank is 

used as a tool to solve the endogenous problem of financial inclusion [4]. Anwar m 

studies the relationship between the efficiency of rural banks and their loan provision 

to small and micro enterprises. Rural banks are special banks, usually located in 

regions and sub regions, and they are very involved in lending to MSBS. Anwar m 

uses data envelopment analysis to empirically analyze the technical efficiency of rural 

banks, and uses panel data analysis to reveal the impact of rural banks' efficiency on 

their loan provision to Minsheng Bank [5]. Parida AK proposes a local recurrent 

neuro fuzzy information system based on Chebyshev polynomial function for 

financial data forecasting and analysis [6]. TSK type feedforward fuzzy neural 

network usually used can not make full use of the advantages of linear fuzzy rule base 

in accurate input-output mapping, so the subsequent part of the rule base is 

nonlinearized by polynomial or arithmetic basis function. Chebyshev polynomial 

function provides an extended nonlinear transformation for the input space, thus 

increasing its dimension to capture nonlinear and chaotic changes in financial or 

energy market data streams. The local recurrent neuro fuzzy information system 

(lrnfis) includes feedback loops in both the emission intensity layer and the output 

layer to allow the signal to flow forward and backward, so that the lrnfis can simulate 

a dynamic system and provide fast convergence and accuracy in predicting time series 

fluctuations [7]. 

 

c. Research innovation of financial information service platform 

Starting from the relationship between the construction of new socialist countryside 

and the construction of rural financial information service platform, this paper points 

out the role of the construction of rural financial information service platform in the 

construction of new socialist countryside. Through the analysis of the current situation 

of the construction of rural financial information service platform in the construction 

of new socialist countryside, this paper finds out the problems existing in the 

construction of rural financial information service platform, carries out in-depth 

analysis, and finally puts forward countermeasures. This paper studies the basic 

situation of China's rural financial information service platform construction from 

three aspects, and draws the improvement conclusion. The main innovations are as 

follows: 

1) Based on the research and analysis of the rural financial information service 

platform, the construction scheme of the rural financial information service platform 

is established by using advanced technology and fuzzy mathematics trend prediction 

method. The construction scheme can provide reference for the construction and 

development of rural financial information service platform in other industries and 

regions, and has good promotion value. 

2) Visit the agricultural information service platform in typical areas, find out their 

problems and shortcomings through personal experience, explore their advantages, 

find out their characteristics, and summarize the advanced experience of establishing 

rural information platform in various places. 

 

2. Research methods of rural financial information service under the smart 

financial environment 

 

a. Fuzzy mathematics trend prediction method 

When fuzzy neural network is faced with big data processing, the serial execution 

of single machine often becomes the bottleneck. However, with the application of 
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cloud computing more and more widely, many intelligent algorithms can adapt to the 

cloud platform by improving the parallelism, so as to solve the problem through the 

efficiency integration, and the cloud computing platform is more likely. Integrate 

cheap computers into computing clusters for centralized management. This trend is 

becoming more and more obvious to solve the bottleneck of processing massive data 

in fuzzy neural network network. More and more data have been accumulated in e-

commerce, chemical production, automatic control, scientific diagnosis and other 

fields. Only relying on the traditional manual retrieval and statistical analysis methods, 

not only heavy workload, processing difficulty, strong subjectivity, but also can only 

find some general trends, it is difficult to find the tacit knowledge and rules of the 

data set [8]. The rapid growth of data leads to the phenomenon of "rich data and 

insufficient knowledge" in this field. How to make full use of and mine these data and 

analyze the hidden association between data is one of the main entry points for 

researchers in the field of data mining. In the field of data mining, Apriori algorithm 

and FP growth algorithm are usually used. Through the analysis of association rules, 

hidden data connections and patterns can be found, which can help scientific decision-

making in this field. The formal definition of association rule mining is as follows: 

 
 

N

YX
yxSupp


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（1） 

 
 
 X

YX
yxconf



 


                                         

（2） 

The meaning of the support of rule yx  is the probability of the existence of x and 

y in the item, and the meaning of the confidence of the rule is the probability of y 

occurring when the item appears [9-10]. The measurement of support and confidence of 

association rules is an important criterion for judging association rules. The degree of 

support reflects the usefulness of the rules formulated, and the degree of confidence 

reflects the credibility of the rules. According to the two attributes of the extracted 

frequent item sets whose support and confidence are greater than a given threshold, a 

candidate k-dimensional item set is generated without generating a data set in the k-1 

dimensional frequent item set generated in the previous cycle [11-12]. First, generate 

candidate one-dimensional frequent itemsets from frequent itemsets, and then delete all 

infrequent subsets in the database to generate one-dimensional frequent itemsets C. 

Then, frequent itemsets are self-joined to generate candidate two-dimensional frequent 

itemsets, and all infrequent subsets are deleted to generate two-dimensional frequent 

itemsets. In the same way, the candidate k itemsets are generated by connecting 

frequent k-1 dimensional itemsets, and the candidate k+1 dimensional itemsets are 

pruned through the infrequent itemsets in the candidate k itemsets until all frequent 

itemsets are generated. [13]. The algorithm flow chart is shown in Figure 1: 
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FIGURE 1.  Flow chart of fuzzy mathematics trend prediction algorithm 

 

b. SaaS service model 

SaaS (software as a service) refers to the cloud computing functions provided to 

consumers, which use the application systems provided by providers, which run on the 

cloud infrastructure [14-16]. Users can access these applications from various client 

devices through web browser interface or program interface. In addition to setting 

limited user specific application configuration, consumers do not need to manage or 

control cloud infrastructure including network, server, operating system, storage, etc., 

or even need to consider individual application functions. For SaaS service providers, 

enterprises do not need to purchase additional servers, develop software systems and 

maintain software and hardware [17]. They only need to access the service provider's 

system through the Internet, and then they can use mail system, customer management 

system and human resources. SaaS users can use the software as planned by paying the 

necessary rental fee [18-19]. SaaS service aims to integrate the general needs of users 

and achieve the goal of reducing costs through sharing. 

In the personalized recommendation module of the system model, users and service 

products are regarded as two kinds of nodes. Users choose products to establish 

connection lines. Therefore, the user set is defined as iu
, i ∈ (1, m), and the service 

product set is defined as jP
, J ∈ (1, n). If the user UI selects the product PJ, that is, a 

corresponding relationship is established, the connection is used. At this point, Aji = 1, 

otherwise Aji = 0, thus forming a bipartite graph composed of N + m nodes [20-21]. In 

resource allocation, each product allocates resources equally to the users who select the 

product through the edge of the connection; on the contrary, each user allocates all 

resources to the selected product through the edge of the connection. The weighted 

method is used to allocate iu
and jP

resources twice. The first was from PJ to user 

interface, and the second was from iu
to jP

. 
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FIGURE 2.  Resource allocation diagram 

 

As shown in Figure 2, jP
, iu

, j ∈ (1, n), i ∈ (1, m). After the first resource 

allocation, we get the following results: 
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 1uf  is the resource obtained by user 1u , and 
 jpk

 is the degree of product jp
, 

that is, the number of users who choose this product [22]. For a specific target user 1, 

the selected initial product resource is set to 1, other resources are set to 0, and 
 jpf

 

represents the initial resource. If jp
 is selected, the second resource allocation will 

return from iu
 to jp

 and get: 
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The above formula can also be expressed as follows: 
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Among them: 
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If the adjacency matrix ila
with A = { ila

} n * m, then when ip
 and lu

 are connected, 

the values of row i and column l are 1, otherwise they are 0. 

For a specific user interface, all unselected product sets jp
 (1 ≤ j ≤ n, = 0) are sorted 

in descending order according to the value of 
 jpf

, and then the top-level products are 

recommended to users [23-24]. The specific number of recommended products depends 

on the length of the recommended list of the recommendation system. It should be 

pointed out that due to the different initial resource conditions of M users, the number 

of runs of the formula is also different. 

 

c. Distributed computing model 

Distributed algorithms are a very broad and active field [25], including classic 

problems such as leader election, network search, spanning tree construction, 

distribution consistency, mutual exclusion, resource allocation, synchronization, global 

snapshots, and reliable communication. Distributed computing is a computer science. It 

studies how to divide a problem that requires huge computing power into many small 
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parts, then distribute these parts to many computers for processing, and finally obtain 

the final result by combining these calculation results. Conceptually, many computing 

tasks are easy to understand [26]. However, due to the large amount of data to be input, 

the calculation can only be completed in an acceptable time if the calculation is 

distributed across hundreds of computers. How to calculate in parallel, distribute data, 

and handle errors, all these problems are combined together, making the original 

calculation very simple, requiring a lot of complex code to deal with these problems. 

Distributed computing systems usually need to meet the following basic conditions: 

each computing node can communicate with each other; it needs a specific task 

scheduling strategy and fault tolerance mechanism; each computing node should be 

independent of each other. Due to the different implementation methods of data storage, 

data distribution and result integration, distributed computing has formed a very 

different system [27-28]. 

The calculation process of the entire job starts from the client, and the client submits 

the job through the interface provided by the system. The whole process is as follows: 

job submission>mapping task allocation and execution>reduction of task allocation and 

execution>job completion. When performing each task, it is divided into three sub-steps: 

preparing input, executing algorithm, and generating output. The specific process of 

each sub-stage is shown in Figure 3: 

 

Job client jobtracker

distributed file 

system
tasktracker

Map or reduce task

Copy job 

resources

Submit 
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Get input 
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Get job 

resources

dispatch
heartbeat 

message

implement

 
FIGURE 3.  Flow chart of distributed computing system 

 

d. Multi-sensor network algorithm 

For the multi-sensor network algorithm constructed by the rural financial information 

service model, it can be embedded into the parallel structure according to the specific 

operation defined by it, and only need to modify the corresponding operator calculation 

program. Other structures need not be adjusted. Most of the research direction of multi-

sensor network algorithm is to estimate the single transfer function vector of the 

network [29]. In order to solve the real-time data processing in the network, many 

algorithms are proposed [30]. It includes consistency algorithm, increment algorithm 

and diffusion algorithm. The multi-sensor network algorithm has good scalability and 

stability, which can make the network have the ability of learning and adopting. This 

method has been well applied to biological networks with complex and self-organizing 

behaviors, and can solve common optimization problems: 

nk
v
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ikk
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,...,2,1,

,

,
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
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




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For each node  vkk ,  in the upper structure, vector 
3, Rixk 

 represents the 

position information of node k at time i, and vector 
3, Rivk 

 represents the speed 

information of node k at time i. According to the above formula, the position of node k 

at the next time i+1 can be expressed as: 

1,,1,  ivtxx kikik                                     （8） 

For the entire sensor network model, the estimated cost function of a single node 
0w

for the target position (using the mean square error criterion) can be expressed as: 

  ikk wwwj ,

0                                                  （9） 

The purpose of distributed processing is to obtain the best solution of the above 

formula only through local data, local collaboration and local multi-sensor network. 

Since nodes have a common goal
0w , an important issue is how to formulate a 

collaboration strategy so that each node in the entire network can obtain better results 

than each node can obtain the best solution through collaboration. Another important 

issue is how to make the nodes in the network iterate continuously and exchange 

information flows with each other in real time [31]. 

 

3. Research on rural financial information service platform under smart 

financial environment 

 

a. Data sources 

This paper tests its performance on real data sets. One of the test data sets is the real-

time data collected by ZigBee wireless sensor network deployed in all financial outlets 

in a certain rural area within 36 days. These real-time data are obtained by sampling 

passenger flow and customer business module of financial outlets every four hours. 

Since the sensor nodes have no spatial correlation, each node independently models the 

local monitoring value, so the data transmission ability of the node is an important 

index to evaluate the algorithm. 

 

b. Data processing steps 

For wireless sensors with redundant data, effective data aggregation strategy should 

fully consider various factors, including the collection of original data, feature attribute 

extraction, judgment of aggregation processing and data processing algorithm. 

(1) The original data is collected in the database, and various useful information can 

be obtained through various sensors. Through the analysis of information data, we can 

know that through scalar quantization, sensor data of many sensors can be transformed 

into characteristic and meaningful data. 

(2) After the sensor node collects the original data, the feature attributes are extracted, 

and the collected data and some other feature attributes will be sent to the next hop node. 

These characteristic attributes include data sampling time, residual energy of current 

node, packet length, etc. Therefore, when collecting different types of data sources, the 

information needs to be classified and processed. 

 (3) In cluster based WSN, data aggregation based on data correlation, cluster head 

node usually receives data from many member nodes in the cluster. 

(4) Finally, the multi-sensor network algorithm is used to calculate according to the 

different data types in the packet [32], and the cluster head node will classify different 

data sources. If these data are the same type of data, there will be spatial correlation 
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between the data of adjacent sensor nodes, and there will be a certain temporal 

correlation between the data collected by the same node in the adjacent time period. 

 

c. Test method 

Black box test: black box test regards the test object as a black box, regardless of the 

internal logic structure and internal characteristics of the program, only checks whether 

the function of the program meets its requirements according to the internal 

specification of the program. Function description. White box test: test the program 

according to the internal structure of the software. At this point, it considers not only the 

specifications, but also the internal structure. White box testing regards the test object as 

an open box. Testers can use the internal logical structure and relevant information to 

design or select test cases, and test all logical paths of the program. By checking the 

status of the program at different points to determine whether the actual state is 

consistent with the expected state. 

 

4. Test and analysis of financial information service platform 

 

a. Analysis of platform data processing results 

As shown in Table 1 and table 2, the implementation effect of the scheme is verified 

by collecting, processing and storing the data of its business system. The data collection 

time is set as the real-time data collected by the ZigBee wireless sensor network 

deployed in all financial outlets in a certain rural area within 36 days. The collected data 

is mainly the flow information of villagers' business table. The collected data is saved in 

the platform data table, which is divided into two tables: Basic identity information 

table and business processing information table. After data access, compare and verify 

the data: in its business system, there are 62756 data in the financial network service 

platform, and 63008 data in the current basic information list of the platform. Apart 

from the imperfection of his original data, the data items are basically consistent. In 

order to reduce the influence of other factors on the experimental results, the average 

value of the two data processing results is taken as the experimental results. 

 

TABLE I 

PERFORMANCE COMPARISON OF DIFFERENT ALGORITHMS 

File size 
The amount 

of data 

Multi-sensor 

network 

algorithm 

Parallel 

algorithm 

60 120 46 9 

180 240 63 32 

720 360 92 146 

1440 480 104 265 

 

TABLE II. 

PERFORMANCE COMPARISON OF DIFFERENT ALGORITHMS 2 

 

File size 

The 

amount of 

data 

Multi-sensor 

network 

algorithm 

Parallel algorithm 
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Financial information service platform in different scales of data centralized 

processing, and independent system as a reference. In the stand-alone mode, the 

financial information service platform runs completely locally without using HDFS or 

loading any financial information service platform daemons. The size of data source file 

is 60MB, 180MB, 720mb and 1440mb respectively. By default, the textinput format 

interface is used to read and process files in HDFS in behavioral units. A line is an 

independent record, so the amount of data can represent the workload of the system. 

The corresponding data volumes of these documents are 1.2 million, 2.4 million, 3.6 

million and 4.8 million respectively. The number of cluster nodes is 4. 

As shown in Figure 4, the energy consumption ratio of both multi-sensor network 

algorithm and parallel algorithm decreases with the number of sensor nodes, which 

indicates that the more the number of sensor nodes and the larger the data scale, the 

smaller the energy consumption ratio of the algorithm. This is because the platform 

needs to return almost all the sensed data, and the more nodes, the more data they need 

to return, and the more energy they consume. Both multi-sensor network algorithm and 

parallel algorithm aim to reduce the amount of data transmission in the process of data 

return, thus avoiding the return of a large number of useless data. Therefore, when the 

number of sensor nodes increases, the increment of data returned by these algorithms is 

far less than that of traditional methods. 

 

 

FIGURE 4.  Processing efficiency of platform cluster system 

 

Therefore, the conclusion of this paper is that the rural financial information service 

platform has obvious advantages in processing large data sets, which can significantly 

save working time and improve work efficiency, and the larger the data set, the more 

obvious the advantages. However, it is not as good as a single node system when 

dealing with small-scale data, because the time used in task scheduling cannot be 

ignored. 

 

b. Test and analysis of platform data storage performance 

As shown in Figure 5, the storage layer consists of Oracle, HBase and HDFS. A large 

number of sensor data collected can be directly stored in HDFS, and the effective 
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information can be analyzed through adjustment and transformation, and then inserted 

into Oracle database in real time. Oracle is responsible for storing current sensing 

information and supporting simple retrieval tasks. In order to make up for the 

deficiency of Oracle's query efficiency for large data sets, the data in Oracle database is 

written into HDFS and HBase regularly. In HDFS, Hadoop, as the foundation of 

distributed storage and sensing, supports a large amount of data processing. High 

capacity loads are used to transfer data between them. Batch loading is an effective tool 

for importing batch data provided by HBase. 

 
MapReduce

HBaseHDFS  Oracle  

Massive sensing data

Adaptation and conversion

 

FIGURE 5.  Distributed and parallel processing model structure diagram 

 

Then consider the deployment of the computing layer. The main task is to process a 

large amount of sensor information through parallel computing. The parallel calculation 

of sensor information adopts the MapReduce model. MapReduce is suitable for write 

once and read many applications. The MapReduce parallel computing model can be 

used to randomly access static sensor information. Its outstanding advantages are 

scalability and availability. In addition, the keys and values input by MapReduce are 

not inherent attributes of the data, but are chosen by the programmer. Therefore, the 

data can only be interpreted when it is processed. It is particularly suitable for mixed 

processing of large amounts of structured, semi-structured and unstructured data, such 

as plain text or image data. This leads to very efficient processing of unstructured data. 

As shown in Figure 6, the test carries out the concurrent performance test of query 

from 1 child node, 2 child nodes, and 3 child nodes, and the time required to query 

single point data for ten thousand times without index. 

 

 

FIGURE 6.  The relationship between relative concurrency and the number of 

child nodes 
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If the system does not have an index. As the number of child nodes increases, the 

overall concurrent performance of the system also improves. It can be seen from the 

trend graph in the figure that the relationship between the two is gradually increasing, 

that is, after each additional child node enters the system, it can provide the system with 

a single child node concurrency equal to the time. With the continuous increase of child 

nodes, it can achieve higher overall concurrency. 

c. Platform node load performance test analysis 

As shown in Figure 7, any unique record data is inserted into the database every 

minute. The memory capacity provided by each child node, and the length of each 

record is bytes. The system runs for a day and records the load of each child node every 

four hours. No child nodes will be added or deleted during the operation. When a node 

leaves the system, the system will quickly re-balance the load (5 o’clock), but because 

the same copy cannot be stored in the same node at the same time, the node will not be 

able to fully balance; when the node joins the system (7 o’clock), the system Give 

priority to the newly added node. It can be seen from the table that in the subsequent 

operation process, the system will consider new nodes. In the system, the maximum 

load distance between nodes is shrinking, and the whole system tends to gradually 

balance. 

 

 

FIGURE 7.  Comparison of node load performance 

 

In the case of single node or multi node, the transaction processing ability and 

concurrency performance of memory based distributed database are much better than 

those of traditional disk database. There is an order of magnitude gap between specific 

performance indicators [33]. At the same time, compared with the test results of the 

memory database, we can see that the performance of the single node is slightly lower, 

but still in the comparable range. The concurrency performance of distributed memory 

database can be expanded by increasing the number of sub nodes. Through the test data, 

it can be concluded that each additional sub node in the system can provide about twice 

the number of concurrent nodes in a single node for the whole distributed database, and 

the system can achieve million level concurrency. 

 

V. CONCLUSION 

In order to solve the problems of information collection, processing and integration 

of rural financial information service platform in China, the diversification, 

personalization, timeliness and accuracy of information demand are difficult to be met, 

and the organization and operation mode of the platform are not perfect. In this paper, 
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based on the intelligent sensor, the whole digital transformation is realized through the 

reference of big data. Based on this, this paper establishes the research model of rural 

financial information service platform under the smart financial environment, and 

studies the basic situation of the construction and application of rural financial 

information service platform in China from three aspects: function scope, service mode 

and operation mode. 

The problems existing in the construction and application of rural financial 

information platform by agricultural financial institutions are studied theoretically, and 

how to solve the existing problems is discussed. Through the establishment of rural 

financial information service platform suitable for China's national conditions and 

regional characteristics, the establishment of a sound organization, operation and 

operation mechanism plays an important role in promoting the development of rural 

financial information, improving the overall level of rural financial information, and 

building a new socialist countryside. Service mode. Through the full text analysis, this 

paper draws the following main conclusions. This paper studies the key technologies of 

big data, mainly SaaS service model, distributed parallel computing technology and 

multi-sensor network algorithm. On this basis, a sensor information processing system 

is designed. This paper analyzes the characteristics of open sensor information and big 

data on the Internet of things service platform, and studies the key technologies of cloud 

computing, mainly SaaS service model and distributed parallel computing technology. 

On this basis, a sensor information processing system is designed. After comparing the 

existing distributed and parallel computing systems, Hadoop is chosen as the distributed 

and parallel processing method. This paper analyzes the Hadoop distributed file system 

HDFS and distributed database HBase and their data organization structure, storage 

mechanism, read-write process, and studies the idea and implementation process of 

MapReduce algorithm. 

MapReduce programming model is easy to use. Users only need to use this 

programming model to define simple operations. Parallelization, fault tolerance, data 

distribution, load balancing and other complex details are encapsulated in the library. 

Modular method the system implementation of this paper adopts the modular method, 

and realizes each part of the system one by one. Each part of the system can be 

designed with different languages, and the storage model used is not necessarily 

consistent. The result of large data set system is better than that of small data set, which 

fully reflects the powerful ability of the model for complex data. In this paper, Hadoop 

processing method is successfully used to realize the massive sensor information 

processing, so as to realize the intelligent service on the Internet of things service 

platform. However, due to the complex sources, diverse structures and wide 

applications of massive sensing information, the system is not enough for data 

processing with different structures and high complexity. In the future research work, 

we should further improve the system's ability to process heterogeneous data. 
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